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ABSTRACT

There is no doubt about the need for long-term storage of observations since they do not lose their scientific
significance when studying the variability of celestial objects and other tasks. Maintaining archival systems requires
software development, metadata management, fault tolerance, and periodic migration of files to modern storage media,
which is important to ensure long-term safety of information. Providers of small collections need to join forces and share
experiences so as not to “reinvent the wheel”. According to the standards accepted in the astronomical community,
the SAO RAS observation archive is a small collection compared to the collections of modern astronomical data
centers. Here we present the basis and methods of our archive system development. The archive includes more than
two dozen digital collections with observations obtained on various observation instruments. It consists of three
interconnected components that provide accumulation, long-term storage and access to data. The volume of collections
is approximately 2.5 TB. The information system is implemented on the basis of the PostgreSQL software. Access to
archived files is provided through a web interface that supports queries by observation instrument and date, coordinates,
object name, program applicant, observer. The database contains more than 4 million records. The archive system uses
two servers with directly connected storage systems. The work server implements data access, and the test server is
used for development and testing. This configuration provides both permanent access to files and the ability to develop
the information system.

Key words: observational data, long-term storage, observation archive, information system, database management
system

1 Introduction

SAO RAS is a ground-based astronomical center that has the
largest Russian astronomical instruments – the 6-m optical
telescope BTA and the RATAN-600 radio telescope with the
600-m diameter antenna. The observatory’s telescopes pro-
duce unique observational material. For observations, var-
ious equipment is used that works with specific computer
hardware systems or, in other words, data acquisition system.
These systems produce data that have different structure and
descriptive parameters.

Since the beginning of the 80s of the last century, the ac-
cumulation of data obtained on RATAN-600 and BTA began
to be carried out in the digital form. This was the impetus
for the development of the concept of a digital archive of the
observatory (Vitkovskĳ et al., 1987; Kononov et al., 1990),
as well as work on standardizing observation file formats.
The first digital archive on magnetic tapes was organized for
observations of the Cold survey (Berlin et al., 1984), carried
out on RATAN-600 for a number of years, starting in 1980,

in order to study fluctuations of cosmological microwave
background.

The self-documenting FITS (Wells et al., 1981) format
is the de facto astronomical standard for data presenta-
tion. At the observatory, this standard was first applied to
files (Vitkovskĳ et al., 1988) obtained using a CCD cam-
era (Borisenko et al., 1990). The FLEX format similar to
FITS for continuum radiometer data was then developed by
Verkhodanov et al. (1993, 1995).

Since 1987, archival observations have been stored on a
variety of media, ranging from streamer tapes, data cassettes
to magneto-optical disks. The storage experience on these
media was not very successful. When data were transferred
from large reel magnetic tapes to strimmer tapes, then to
dat-cassettes and magneto-optical disks, a small part of the
observations was lost. By 1994, optical disks began to be
used to store information.

The observatory archive consists of local archives, where
the local archive is a digital collection obtained through the
data acquisition system used for a particular observing in-
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strument. The data in the general archive are presented in
the following formats: FITS and FLEX formats, internal file
format of the MIDAS system (Warmels, 1992), as well as
binary files with text description, archived in tar-files.

By 1999, the archive contained approximately 60 GB
of compressed data, and there was a need to develop an
information system for accessing archived files. Based on the
local archive of continuous spectrum radiometers in the feed
cabin No. 1, a prototype of an information system with web
access based on the Oracle DBMS was developed (Vitkovskĳ
et al., 2000). The database server was hosted at the South
Russian Regional Informatization Center of the then Rostov
State University. For each file in the database, a block of
service information was formed from observing parameters
from file headers, which also included information to identify
the file.

Upon further work with digital collections, it turned out
that the service information block contains an excessive num-
ber of parameters (namely, all the parameters from the FLEX
format header). In other collections, apart from main parame-
ters, many parameters were not available. This was especially
true for parameters of radiation receivers. For this reason, it
was necessary to limit ourselves to those parameters that
would be present in all digital collections in an informa-
tion system. One such parameter, first of all, is the observa-
tion date. Taking this into account, as well as the experience
gained during the development of the prototype database, in
2003 an information system was developed and implemented
based on a trial version of the Oracle software (Zhelenkova
et al., 2003), which was by that time hosted on the obser-
vatory server. It provided access by observation date to 14
digital collections.

Note that in 2003, the IAU General Assembly adopted
a resolution1 on observations obtained by observatories that
are financed from the state budget. It noted that after the
expiration of the copyright of applicants of the observational
programs, the observatory is obliged to place the data in open
access.

Later, a new version of the search system was developed
based on the free PostgreSQL software, which provided data
search using a standard set of queries. Up to 30 attributes
were used to describe each file in the database, including its
identification and location in the storage area.

Since 2013, using the software developed by Shergin
(2014), we have been performing an automatic coordinate
calibration of direct images and/or correction of file head-
ers. Files processed in this way are written to special local
archives. To date, more than 300 thousand files from 4 local
archives have been processed in this way.

If new digital collections appear when new observational
instruments are put into operation, they are added to the
archival system.

In 2015–2018, radio data were added to the archive sys-
tem. They needed to be transferred to our system from another
archive system that is no longer supported. This doubled the
number of files in the information system. At first, access to
files was implemented only by observation date. Since 2023,

1 https://www.atnf.csiro.au/people/Ray.Norris/WGAD/Resolution.
htm

the search for radio observations has been carried out using
a standard set of parameters.
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Fig. 1. Total volume and rate of data accumulation in the general
archive of SAO RAS (in GB).
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Fig. 2. Number of archived files in the general archive of SAO RAS
(in thousands).

Currently, the general observation archive includes
24 local archives, amounting to approximately 2.5 million
files, more then 4 million records in the database and more
than 2.5 TB of files. The figures show the total volume of
data (Fig. 1) and the number of files (Fig. 2) in the general
archive of the observatory from 1982 to the first half of 2023.

Note that out of 24 local archives, 7 collections are being
replenished with new observations. The remaining collec-
tions are not replenished since the observational instruments
with which they are associated have been removed from reg-
ular observations.

2 Archive system

The general archive stores data obtained with observation
methods used at the observatory’s telescopes. These data
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Fig. 3. The diagram represents components of the archive system and interaction between them.

include observations and additional information. Observa-
tional files are files of celestial object observations, as well
as service files used in processing raw data. Additional infor-
mation includes observation logs and files prepared by the
observer during observations.

When developing the archival system, the following rules
were used as a basis:

1) the logical unit in the archive is an observation;
2) files are provided upon request in the same format in

which they were received in the archive;
3) the archive stores raw observational data recorded on

optical disks;
4) the data have a two-year period of exclusive copyright

for observation program applicants; after this period they
are open for free access.

The archival system consists of three components:

(I) accumulation – cascade scheme of archiving;
(II) storage – hardware and software for permanent data stor-

age;
(III) search and access – information system with web access.

The archive system has two databases located on two servers
(Zhelenkova et al., 2017, 2019). Each server storage area
has similar structure and content. One server supports the
working version of the archive, and the second one supports
the test version with which we carry out and test all new
developments. Support for two databases provides additional
data safety.

Figure 3 shows the components of the archival system,
their interaction with each other, as well as the direction of
data flows from the telescope to the permanent storage.

Data management in the archive includes data verifi-
cation, ingestion, access, curation, long-term preservation
and timely migration to new storage media. Taking into ac-
count the existing equipment, the prospect of increasing data
volumes and modern technologies for supporting persistent
archives, we are considering the possibility of organizing
software-defined storage for our archive based on the iRODS2

software (Zhelenkova et al., 2020) or similar systems.

2.1 Cascade scheme

The cascade archiving scheme consists of the process of
moving data from the data acquisition system to permanent
storage in the archive. Thus, the data accumulated on the
computer of the data acquisition system during an observa-
tion set are copied to a dedicated file-server in the directory
of the corresponding observation method. Then, from the ob-
servations obtained by one method, an archive disk is formed,
which is then recorded on a CD/DVD media.

We use the following rules that determine the structure
of an archive optical disk:

1) a label with the disk number and the name of the lo-
cal archive and data directories is placed on the optical
archive disk;

2) each directory contains data from one night or day (for
radio data) of observations;

3) the directory name includes the observation date;
3) one observation is one file.

2 http://irods.org
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These rules do not impose any restrictions on the file for-
mat. In this way, we ensure that the archival system is scal-
able in terms of adding new collections, not only new local
observatory archives but also digital collections from other
observatories.

2.2 Storage area

To ensure the integrity of data in the case of destruction of
physical media or the input/output errors, we have two levels
of the archive storage. The low offline level is closed to user
access. It includes two copies of optical disks with archival
data, and it is used by the archive administrator when there
is need to restore data in the case of emergency failures.

The archive storage area on the dedicated server includes
the PRIME directory in which copies of optical disks are
located and the DATA directory in which copies of disks are
located after verification by our software tools.

Each disk is copied into the PRIME and DATA areas into
directories with a name corresponding to the disk number
in the offline archive. Next are the catalogs named by the
date of observation and including observations for that date.
The physical structure of directories is superimposed on the
logical structure, reflecting the distribution of disks among
local archives.

The PRIME and DATA areas are physically located on
the RAID array of the storage system. The DATA area is an
online storage and provides the functionality of the informa-
tion system.

3 Information system

The information system of the archive is supported by the
open-source DBMS PostgreSQL. Each observational file de-
scribed in the database tables about 30 attributes. They are
used for dynamic formation of the web interface, for mapping
FITS parameters and identifying files.

The database schema includes two dozen tables and
views. The tables of the information system can be divided
into three groups based on a frequency of adding new records.
The first group includes the tables which are filled when cre-
ating a database. New records can only be added into these
tables when a new local archive is added into the information
system. Such uploads do not occur often, so such tables can
be considered as static.

The second group includes tables that are updated when
analyzing a new CD/DVD added to the system. For example,
new observation programs, new observers, etc., are added to
these tables.

The third group includes the tables with information
about each archived file. Entries are added to the tables while
ingesting a new disk. In this process, the tables of the first
two groups are used when analyzing a new disk. A special
place is occupied by a table linking the attributes describing
the observation with keywords from the FITS file header and
UCD (Unified Content Descriptor) (Derriere et al., 2004).

3.1 Uploading disks into the archive system

Placing a disk in a persistent repository on the RAID array
begins by copying it to the PRIME zone. Next, its contents

are checked for compliance with the accepted rules; and af-
ter necessary corrections, the data are written to the online
storage area.

When a disk is written to storage, the following checks
are performed:

1) if several local archives are written to a disk, then the disk
is processed in several scans – as many methods as are
written on the disk. Then a symbolic link is established
to the same drive in several corresponding directories of
the logical structure of the storage area;

2) if copying the disk into the system it is found that obser-
vations of the night are in two directories, then they are
copied to one directory;

3) if the name of the catalog does not contain the date of
observations, then it is renamed so that the name contains
the date;

4) observations are extracted from tar archives, if available;
5) files are recompressed if the compression method is dif-

ferent from bzip2;
6) files are converted from the internal format of the MI-

DAS system (files with the bdf extension) into the FITS
format;

7) FITS headers are parsed; if the headers indicate a differ-
ent instrument than the one to which the disk belongs,
then the file is assigned to a different local archive.

Messages about errors and actions with disks are saved in log
files. Additional operations with each disk are recorded in a
bash program, which is used to fully or partially restore the
storage and information system, if necessary.

After parsing the contents of the disk according to the
given rules, we prepare a list of disk files that is used when
uploading tables. Lists of the contents of optical disks are
stored in text files in a special directory. These lists are part
of the archive and can be used to recover information.

3.2 Standard queries

As can be seen from the analysis of file headers, there are
common parameters of observations in different data acqui-
sition systems. These parameters include information about
the object, observation program, observer, program appli-
cant, meteorological parameters, while the characteristics of
the device usually differ. The values of these parameters are
formed in the telescope control systems, as well as in the data
acquisition system. Some parameters are included automat-
ically in the file header, while others can be entered by the
observer.

Based on common descriptive parameters, we selected
the following types of queries to search for files, namely,
by observation date, instrument, file types, coordinates of
the observed field/object, name of the astronomical object,
observation program, program applicant and observers who
took part in observations.

The difficulties of uploading database tables of the nec-
essary parameters are as follows:

1) when modernizing tools and data acquisition systems,
file formats change, and, as a rule, the local archive has
several versions of the format, differing in the set of
keywords, as well as the form in which their values are
recorded;
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2) different acquisition systems form file headers with key-
words that differ in name but denote the same physi-
cal quantity. For example, the date of an observation
in different digital collections can be obtained from the
following keywords: “DATE”, “DATE-OBS”, “Obser-
vation Date”, “OBS-DATE”.

For these reasons, a software filter for parsing and extracting
parameter values from file headers is implemented using a
special table in the database schema that links the keywords
in the FITS file header and the observation attributes.

The observation date appears to be the most resistant
to observer input errors. When analyzing files programmati-
cally, we determine the date by the name of the directory with
observations. Observation dates obtained from file headers
are less reliable because they may contain errors introduced
by the observer.

Based on the filename extension, we classify files into
observational, log, auxiliary, and unclassified types. A file is
assigned to one of these categories using a table containing all
filename extensions found in local archives. The extensions
.bdf, .mt, .fts, .fits, .tar are assigned to observation files; .tbl,
.log, .plog, .base, .pro, .dbf, .lst are assigned to observation
logs; and the rest are auxiliary and unclassified files. Since
there are log files with .mt extension, the FITS file headers
are further parsed to recognize tables and images, and table
files are marked as observation logs.

Observation files include both observations of celestial
objects and files used in data processing, namely: bias and
dark frames, flat fields, standards. Separating files into these
types is done by analyzing file names and keywords in file
headers. If data type information is contained in both the file
name and keywords, then the file name takes precedence.

The instruments used on telescopes generate data of vary-
ing structure. These can be direct images, echelle spectra,
multi-object spectra, etc. The database lookup table estab-
lishes the relationship between the acquisition system and
the observation mode.

The coordinate request is performed only for files with ob-
servations of celestial objects. The coordinates are extracted
from the file header using the corresponding keywords and
recalculated to epoch 2000.0.

The names of observers and principal investigators are
extracted from the keywords OBSERVER and AUTHOR.
As a rule, this information is entered by observers, which
often leads to different spellings of the surname. Thus, some
surnames have up to a dozen spelling options. To deal with
the multiple synonyms, we had to extract a list of all pos-
sible observer name entries from the FITS headers of the
observation files and place them in a special database table.

The difficulty in organizing a request by the name of
an observation program is that the headers of files related
to the same program may contain different names, for ex-
ample, “GRB monitoring”, “GRB”, etc., but none of these
names may be the same with what is stated in the observa-
tion schedule. A table has been compiled from the archive
of observation schedules where, in addition to the name,
each program is assigned an identifier, including the year,
the number of the half-year, and the number of the program
in the half-year. The selection of data related to the observing
program is carried out using such an identifier.

4 User web interface

Using the web interface of the information system, open
access to observation data is provided3. The web interface is
created by the Perl script and dynamically displays the date
range for local archives included in the database.

The interface implements a set of standard queries by the
following attributes: observation date, coordinates, source
name, name of the observing program, program applicant,
observer, filter, file type, type of observations. If the param-
eters used for the request are not present in the file header,
then it will not be included in the request result.

The start form lists the local archives available for the
request, as well as the parameters that form the database
request. The query results are displayed in a new browser
window (see Fig. 4). This form displays a list of files obtained
by the telescope for the selected dates. Files for one date can
be downloaded as a tar archive. When one goes to the selected
date, a window opens with a form that displays the parameters
of the observation night files (see Fig. 5). One can view file
headers and also visualize the file contents. In the window
displaying the direct image, a coordinate correction can also
be performed.

Searching for files by observation date can be imple-
mented for the entire archive. If the query specifies only
dates, then the observations, log files, and auxiliary files
falling within the date range are selected.

When specifying coordinates, the search is performed in
a square with a side equal to the specified double search
radius. The center of the area is specified by the entered co-
ordinates (right ascension and declination at epoch 2000.0).
As a result of the request, files are returned whose coordi-
nates specified in the FITS header parameters and reduced
to 2000.0 fall within the specified area. If only the right as-
cension coordinate is specified, then the search for files is
performed in the declination strip [−90◦–+90◦]; and if only
declination is entered, then the file search is performed in the
right ascension strip [0◦–360◦].

When requesting data by object name, its coordinates are
retrieved using the Sesame name resolver4 in Simbad and
NED databases.

It should be noted that if the coordinates and name of the
object are specified, then the search in the archive will be
performed using the coordinates; the name of the object is
ignored in this case.

When searching for observations by the last name of
the observer or program applicant, an incomplete last name
entry is allowed. The archive is searched by the first surname
(in sorting order) corresponding to the entered template. For
example, “mon” is entered, and this pattern matches “Monin”,
“Montmerle”. The search is carried out using “Monin”.

One can also select the last name from the list that appears
in a new window when going to “Program Author”.

The search for observations obtained according to any
observation program is carried out using the identifier, which
is a string that includes the year, half-year number, and the
serial number of the program in the half-year. For reference,

3 http://www.sao.ru/oasis/cgi-bin/fetch?Z&user&ru
4 https://vizier.cds.unistra.fr/vizier/doc/sesame.htx

http://www.sao.ru/oasis/cgi-bin/fetch?Z&user&ru
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Fig. 4. Example of the starting web form of the archive system and a form with the result of the request.

Fig. 5. Example of a query result for the selected date. This displays a table with a set of parameters for each file for the selected date. One
can view the entire file header and also its contents using an on-the-fly generated image.
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a list of programs with corresponding keys is displayed in a
separate browser window.

Free access to archived files is provided only after the
copyright of the program applicants will have expired, i.e.,
in two years from the date of observation. The authors of
programs are granted access without limitation for a two-year
period. To do this, they must register in the archive system by
contacting the archive administrator, who will provide them
with a login and a password to download the data.

5 Conclusions

Since astronomical observations do not lose their scientific
significance over time, their preservation over a long period
of time is one of the main tasks of a digital archive.

Permanent archival storage means storing digital data col-
lections for decades, or better yet, without time limits. This
requires mandatory storage, along with the digital collection,
of a description of its organization and metadata that allows
the information to be interpreted. A permanent archive must
find, access, and display the digital objects it stores, even with
changing storage technologies. Obsolescence of media cou-
pled with large volumes of data can make persistent storage
nearly impossible.

When reading, writing and storing data, errors may occur,
leading to a loss of information. Although the reliability
of read/write devices improves, and errors occurring during
read/write can be controlled by software, the life of such
devices is estimated to be 5–10 years, which is less than the
service life of the storage medium itself. Recognition of the
digital files depends on the software used, the life cycle of
which is estimated to be 5–7 years. It implies that during
long-term storage it is necessary to monitor the state of the
archive and periodically rewrite the data to new media.

Since 2003, we have been taking these circumstances
into account when developing and maintaining the archival
system of the observatory. This experience of management
of various digital collections allowed us to develop the fol-
lowing approach to data preservation: data duplication on
various types of digital media. To ensure the survivability
of the information system, duplication of the database was
implemented on two dedicated servers. If one server fails, the
second server can provide access to data. This also allows the
archival system to be developed both in terms of software and
in terms of adding new collections, because these actions are
performed on the test server, and after verification they are
transferred to the work server. We also note that this orga-
nization of the archival system allows one to rewrite digital
collections onto a new type of media.

Below we provide some statistical information about the
files stored in the archive. Thus, 98.5% of files are classified
as observational data, 0.2% are observation logs, 1.1% are
auxiliary files, and 0.2% are files not classified as the above
types.

Forty percent of files are observations in the optical range.
Of these, 62.2% are celestial object observations, 17.0% are
bias frames, 1.5% are dark frames, 8.7% are flat fields, 9.0%
are standards, and 1.5% are files not classified as listed types.
The division by observation modes is as follows: direct im-
ages, 20.4%; spectra (echelle, log-slit, multi-slit), 11.3%; the

Fabry–Perot cube, 5.9%; polarization photometry and spec-
tra, 1.7%; and files whose type is not defined programmati-
cally, 0.2%.

The request by date of observation is implemented for
all archived files. Other standard queries are implemented
for a part of files with observational data due to a lack of
parameters in the file headers. Thus, 85% of the files have
coordinates; 88%, the name of the observer who conducted
the program; 25%, the name of the object; 30%, the obser-
vation program; 28%, the applicant of the program.
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